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Abstract— We study in this paper the control of discrete-time
neutrally stable and critically unstable linear systems subject to
input saturation and disturbances. It is shown that a feedback
controller can be designed so that the closed-loop states remain
bounded for two classes of disturbances and the equilibrium
is globally asymptotically stable. This paper is a companion of
[7].

I. INTRODUCTION

In this paper, we study the control of discrete-time linear
systems subject to input saturation and external disturbances.
The paper is a companion of [7], in which we show that for
continuous-time critically unstable or neutrally stable sys-
tems with input saturation, bounded closed-loop states in the
presence of disturbances, as well as a globally asymptotically
stable equilibrium in the absence of disturbances, can be
achieved by a properly designed feedback controller if

1) disturbances are aligned and belong to �1 set which
includes all L1 signals that do not contain large
frequency component corresponding to system eigen-
values on the imaginary axis, or

2) disturbances are misaligned and bounded, i.e. belong
to L1.

In this paper, we shall prove a discrete-time counterpart of
the above result.

A summary of research in the context of external stability
of continuous-time linear systems subject to input saturation
is given in [7]. It is prudent to make a complementary
review of the literature with respect to previous studies
for discrete-time systems. For input-additive disturbances, a
nonlinear low-and-high gain state feedback is designed in
[10] to achieve simultaneous internal and `p stabilization
with finite gain. In the special case of open-loop neutrally
stable systems, it has been shown that a linear state feedback
achieves `p stability with finite gain for p 2 Œ1; 1� while
rendering the origin globally asymptotically stable without
disturbances [1], [2]. On the other hand, `p stabilization
with finite gain has been shown to be impossible in the
non-input-additive case, but `p stabilization without finite
gain is always attainable via a dynamic low-gain feedback
[5]. Moreover, for an open-loop neutrally stable system, it is
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attainable via a linear state feedback [4]. Nevertheless, these
results are limited to `p disturbances for p 2 Œ1; 1/ (i.e.,
disturbances that vanish asymptotically), and not to sustained
signals belonging to `1.

Of particular interest in dealing with sustained signals that
are non-additive, is the research on identifying classes of
`1 disturbances for which a controller can be designed to
yield bounded closed-loop state trajectories. Work along this
line has been carried out by our group for continuous-time
systems in [11], [9], [8] and most recently in [7]. In this
paper, we shall show that despite various differences between
continuous- and discrete-time systems, the underlying idea
behind this body of works carries over to its discrete-time
counterpart.

Like in [7], we first establish the result for discrete-time
neutrally stable systems having semi-simple eigenvalues on
the imaginary axis. Roughly speaking, we shall show that
for disturbances that do not have large sustained frequency
components corresponding to the system’s eigenvalues on the
unit circle, a linear static state feedback can be employed
to achieve boundedness of the trajectories for any initial
condition and render the origin global asymptotically stable.

Furthermore, based on the construction for neutrally stable
systems, we shall extend results to general critically unstable
systems which may have degenerate eigenvalues on the unit
circle. It will be shown that two classes of disturbances can
be coped with by a properly designed feedback controller. At
the same time, the resulting closed-loop system is globally
asymptotically stable.

The paper is organized as following: Preliminaries are
given in Section II. Results for neutrally stable systems
and critically unstable systems are respectively presented in
Section III and IV. Some technical results used in the proof
are given in the Appendix.

II. PRELIMINARIES

Consider the following system

xC
D Ax C B�.u/ C Ed; x.0/ D x0; (1)

where x 2 Rn, u 2 Rm and d 2 Rp . In this paper, we are
concerned with sustained disturbances, for which we assume
that d 2 `1. We also use `1.ı/ to denote the set of `1

signals whose `1 norm is less than ı. We also assume that
.A; B/ is stabilizable and A has all its eigenvalues in the
closed unit disc.

Moreover, the system is said to be neutrally stable if
1) A has all its eigenvalues in the closed unit disc;
2) A has at least one eigenvalue on the unit circle;



3) those eigenvalues on the unit circle are semi-simple.
The system is said to be critically unstable if

1) A has all its eigenvalues in the closed unit disc;
2) A has at least one eigenvalue on the unit circle which

has Jordan block size greater than 1.
A system that is neutrally stable or critically unstable can

be decomposed into the following form:�
xC

s

xC
u

�
D

�
As

Au

� �
xs

xu

�
C

�
Bs

Bu

�
�.u/ C

�
Es

Eu

�
d;

where As is Schur stable, .Au; Bu/ is controllable and Au has
all its eigenvalues on the unit circle. Since As is Schur stable
and �.u/ and d are bounded, it follows that the xs dynamics
will remain bounded regardless of controllers. Therefore,
without loss of generality, we can ignore the stable dynamics
and assume in (1) that .A; B/ is controllable and all the
eigenvalues of A are on the unit circle.

A. Extended class of disturbances
We define a set of discrete disturbances

�1 D

(
d 2 `1 j 9M > 0; s. t. 8i 2 1; : : : ; `;

8k2 � k1 � 0;


k2X

kDk1

d.k/zk
i

 � M

)
; (2)

where zi D ej�i , i D 1; :::; `, denotes the eigenvalues of
A. Definition (2) implies all partial sums of the power series
are bounded at z D zi . The set �1 contains signals which
do not have sustained component at discrete frequency �i .

III. NEUTRALLY STABLE SYSTEMS

In this section, we deal with discrete-time neutrally stable
systems. We assume that .A; B/ is controllable and A0A D I .

We use a linear state feedback controller u D ��B 0Ax

which gives a closed-loop system as

xC
D Ax.k/ C B�.��B 0Ax/ C Ed; x.0/ D x0:

For sufficiently small �, global asymptotic stability follows
from Lemma 2 in [6]. As such, we focus here only on
the boundedness of closed-loop states in the presence of
disturbances.

A. Single-frequency systems

We start by considering an example system with a pair of
complex eigenvalues at ˙j :�

xC
1

xC
2

�
D

�
0 1

�1 0

� �
x1

x2

�
C

�
0

1

�
�.�x1/ C

�
e1

e2

�
d; (3)

where d 2 �1.
Theorem 1: For � �

1
4

, the trajectories of (3) remain
bounded for any initial condition.

Proof: To analyze the system, we introduce a rotation
matrix

R D

�
0 �1

1 0

�k

;

which represents a counterclockwise rotation by an angle
k
2
� . The dynamics of the rotation matrix are given by

RC
D R

�
0 �1

1 0

�
:

We can study the dynamics of x from a rotated coordinate
frame, and toward this end we define the rotated state y D

Rx. The dynamics of y is given by

yC
D y C RC

��
0

1

�
�

��
� 0

�
R0y

�
C

�
e1

e2

�
d

�
;

with y.0/ D x.0/ D x0. Next, define a fictitious system

QyC
D Qy C RC

�
e1

e2

�
d; Qy.0/ D x0: (4)

The solution to this dynamic system is

Qy.k/ D Qy.0/ C

k�1X
j D0

�
0 �1

1 0

�j C1 �
e1

e2

�
d.j /

It follows from the definition of �1 that the sum in the
right-hand side is bounded for all k, and hence Qy 2 `1.

Consider the difference between y and the fictitious state
Qy, given by z D y � Qy, with dynamics

zC
D z C RC

�
0

1

�
�

��
� 0

�
R0z C ı

�
;

with z.0/ D 0 where ı D .�; 0/R0 Qy 2 `1. We rotate z back
to the original coordinate frame by introducing w D R0z,
thereby obtaining the dynamics

wC
D

�
0 1

�1 0

�
w C

�
0

1

�
�.

�
� 0

�
w C ı/; w.0/ D 0:

It is shown in Lemma 3 that for � � 1=4, the above system
is `1 stable with respect to the input ı for sufficiently small
�, and hence w 2 `1. Finally, we have that x D w C R0 Qy,
and hence x 2 `1.

To demonstrate the importance of the disturbance belong-
ing to �1, we shall now show that if d contains a large
component at discrete frequency ˙

�
2

, the states of (3) will
diverge toward infinity for any initial condition. Suppose
that d.k/ D a sin.k�=2 C �/, where a is an amplitude
yet to be chosen. For ease of presentation, we assume that
Œe1; e2�0 D Œ0; 1�0. Consider the dynamics of the rotated state
y from the proof of Theorem 1. We have

yC
D y C RC

��
0

1

�
� .s/ C

�
0

1

�
a sin.k�=2 C �/

�
;

D y C a

�
� cos. k

2
�/ sin. k

2
� C �/

� sin. k
2
�/ sin. k

2
� C �/

�
�

�
cos. k

2
�/

sin. k
2
�/

�
�.s/:

where s D .� 0/R0y. Using appropriate trigonometric
identities, the dynamics can be rewritten as

yC
D y �

a

2

�
sin.k� C �/ C sin.�/

cos.�/ � cos.k� C �/

�
�

�
cos. k

2
�/

sin. k
2
�/

�
�.s/:

We have that either j sin.�/j �
p

2=2 or j cos.�/j �
p

2=2.
Without loss of generality, we assume that j cos.�/j �

p
2=2.



Let a be chosen such that a � 4=
p

2.1 C "/, where " is a
positive number. For the trajectory y2.k/, we have

jy2.k/j D

ˇ̌̌
y2.0/ �

k�1X
iD0

a

2

�
cos.�/ � cos.i� C �/

�
�

k�1X
iD0

sin.
i

2
�/�.s/

ˇ̌̌
:

Noting that sin.i�=2/�.�/ is bounded by ˙1, and using the
bound ja=2 cos.�/j �

p
2a=4 � 1 C ", we therefore have

jy2.k/j � �jy2.0/j �
a

2

ˇ̌̌̌
ˇk�1X
iD0

cos.i� C �/

ˇ̌̌̌
ˇ C

k�1X
iD0

"

� �jy2.0/j �
a

2
C "k:

This shows that y2.k/ diverges toward infinity.

B. Multi-frequency systems

We shall extend the results for single frequency systems
to general neutrally stable system which may have different
eigen-frequencies.

Theorem 2: Consider the system

xC
D Ax � B�.�B 0Ax/ C Ed; x.0/ D x0 (5)

where .A; B/ is controllable, A0A D I and d 2 �1. For �

such that 4�B 0B � I , we have x.k/ bounded for all k � 0

and for any initial condition.
The next theorem shows that a small disturbance that does

not belong to �1 can also be tolerated.
Theorem 3: Consider the discrete-time system

xC
D Ax � B�.�B 0Ax/ C E1d1 C E2d2; x.0/ D x0

(6)

where d1 2 �1 and d2 2 `1.ı/ with ı sufficiently small.
Then for � such that 4�B 0B � I , we have x.k/ bounded
for all k � 0 and for any initial condition.

The proofs of Theorem 2 and 3 can be found in [6].

IV. CRITICALLY UNSTABLE SYSTEMS

A. Formulation

Consider a linear system with input saturation and distur-
bances:

xC
D Ax C B�.u/ C Ed; x.0/ D x0 (7)

where .A; B/ is controllable and A has all its eigenvalues on
the unit circle. Suppose the eigenvalues of A have q different
Jordon block sizes denoted by n1; :::; nq . Without loss of
generality, we can assume x D .x0

1; x0
2; : : : ; x0

q/0, and A, B

are in the following form

A D

266664
NA1 0 � � � 0

0 NA2

: : :
:::

:::
: : :

: : : 0

0 : : : 0 NAq

377775 ; B D

26664
B1

B2

:::

Bq

37775 ; E D

26664
E1

E2

:::

Eq

37775
(8)

where

xi D

2666664
xi;1

xi;2

:::

xi;ni �1

xi;ni

3777775 ; NAi D

266666664

Ai I 0 : : : 0

0 Ai I
: : :

:::
:::

: : :
: : :

: : : 0
:::

: : : Ai I

0 � � � � � � 0 Ai

377777775
 

ni �ni blocks

;

Bi D

2666664
Bi;1

Bi;2

:::

Bi;ni �1

Bi;ni

3777775 ; Ei D

2666664
Ei;1

Ei;2

:::

Ei;ni �1

Ei;ni

3777775 ;

(9)

xi;j 2 Rpi with n D
Pq

iD1 ni pi and A0
i Ai D I . Note that

the above form can be obtained by assembling together in
the real Jordan canonical form those blocks corresponding
to eigenvalues with the same Jordan block size.

We say the disturbance d is aligned if Ei;ni
¤ 0 for

some i D 1; : : : ; q and misaligned if Ei;ni
D 0 for all i D

1; : : : ; q.
Without loss of generality, for any critically unstable sys-

tem with input saturation and non-input-additive disturbances
as given by (7), (8) and (9), we can equivalently rewrite the
system in the following form

�x D Ax C B�.u/ C NE1d1 C NE2d2 C NE3d3; (10)

with x.0/ D x0. In the above system, d1 is mis-
aligned and contain arbitrary disturbances that belong to
L1 (continuous-time) or `1 (discrete-time), d2 contains
all aligned disturbances belonging to �1 and d3 contains
aligned disturbances which do not belong to �1 but are
sufficiently small. The system data A and B are given by
(8) and (9). The NE1, NE2 and NE3 are in the form

NE1 D

26664
NE1;1

:::
NE1;q�1

NE1;q

37775 ; NE1;i D

26664
Ei;1

:::

Ei;ni �1

0

37775 (11)

and

NEj D

26664
NEj;1

:::
NEj;q�1

NEj;q

37775 ; NEj;i D

26664
0
:::

0

E
j
i;ni

37775 ; j D 2; 3: (12)

B. Controller design
We shall next design a nonlinear dynamic state feedback

controller which will be able to solve our problem. Let
.A; B/ satisfy the assumptions made in the preceding section
and P."/ > 0 be the solution to a Discrete Parametric
Lyapunov Equation (DPLE)

.1 � "/P."/ D A0P."/A

� A0P."/B.B 0P."/B C I /�1B 0P."/A: (13)



The existence of P."/ for " 2 .0; 1/ has been established in
[12]. When A is given by (8) and (9), an important property
of P."/ is shown in the following lemma. The proof can be
found in Appendix.

Lemma 1: Let P."/ be the solution to DPLE (13) associ-
ated with A and B given by (8) and (9). For any matrix NE1

in the form of (11), there exists M such that for " 2 .0; 1�

NE 0
1P."/ NE1 � M"2I

Consider the following dynamic state feedback controller�
OxC
i D Ai Oxi C Bi;ni

� .�F."/ Nx/ ; i D 1; : : : ; q

u D �� OB 0 OA.xb � Ox/ � F."/ Nx;
(14)

where � is such that 8�B 0B � I , Ox D Œ Ox0
1; Ox2;0 � � � ; Ox0

q�0 and

xb D

26664
x1;n1

x2;n2

:::

xq;nq

37775 ; Nx D

26664
Nx1

:::

Nxq�1

Nxq

37775 ; Nxi D

26664
xi;1

:::

xi;ni �1

Oxi

37775 :

and

OA D

26664
A1 0 0 0

0 A2 : : : 0
:::

:::
: : :

:::

0 0 : : : Aq

37775 ; OB D

26664
B1;n1

B2;n2

:::

Bq;nq

37775 ;

F ."/ D .B 0P."/B C I /�1B 0P."/A;

P."/ is the solution to DPLE (13) and " is determined by

" D "a. Nx/ WD maxfr 2 .0; 0:9� j . Nx0P.r/ Nx/

trace.Pr / �
ı2

b
g (15)

where b D 2 trace.BB 0/, P.r/ is the unique positive definite
solution of DPLE (13) with " D r , Nx is x with xi;ni

replaced by Oxi . The above scheduling of " guarantees that
kF."a. Nx// Nxk �

1
4

for any Nx.
Note that Nx is the system state x with bottom state segment

xi;ni
of each Jordan block NAi replaced by controller states

Oxi . The feedback input is generated based on Nx instead of
x. As will become clear in the proof, the underlying idea
behind (14) is that by utilizing the states of controller and
the property of �1, we will be able to convert some aligned
disturbances affecting the bottom states into misaligned
disturbances which turns out to be less restricted.

C. Main results

Theorem 4: Consider the system (10) with controller (14).
For � such that 8�B 0B � I , we have that

1) in the absence of d1, d2 and d3, the origin is globally
asymptotically stable;

2) there exists a ı1 > 0 such that the state remains
bounded for any initial condition x0 and disturbances
d1 2 `1, d2 2 �1, d3 2 `1.ı1/.

Proof: We will denote P."a. Nx// and F."a. Nx// by P

and F respectively to simplify notation. Define

Qx D xb � Ox D

26664
x1;n1

� Ox1

x2;n2
� Ox2

:::

xq;nq
� Oxq

37775 :

We have that

QxC
D OA Qx C OB�.�� OB 0 OA Qx � F Nx/

� OB�.�F Nx/ C OE2d2 C OE3d3;

where

OEj D

266664
E

j
1;n1

E
j
2;n2

:::

E
j
q;nq

377775 ; j D 2; 3: (16)

Note that .A; B/ is controllable implies that . OA; OB/ is con-
trollable. Moreover, OA OA0 D I . The closed-loop system can
be written in terms of Qx; Nx as8̂̂̂<̂

ˆ̂:
NxC D A Nx C B�.�F Nx/ C NE1d1 C I Qx

NB
h
�.�� OB 0 OA Qx � F Nx/ � �.�F Nx/

i
QxC D OA Qx C OB�.�� OB 0 OA Qx � F Nx/ � OB�.�F Nx/

C OE2d2 C OE3d3;

(17)

where NB is B with Bi;ni
blocks set to zero and

I D

26664
I1

I2

:::

Iq

37775 ; Ii D

2666664
0
:::

0
NIi

0

3777775 ; NIi D Œ0 � � � I
"

i th block

� � � 0�:

We first prove global asymptotic stability without distur-
bances. Let v D �F Nx. Our scheduling (15) guarantees that
kvk � ı D

1
4

for any Nx. Consider dynamics of Qx,

QxC
D OA Qx C OB�.�� OB 0 OA Qx C v/ � OB�.v/:

Note that 8�B 0B � I implies that 8� OB 0 OB � I . Define
a Lyapunov function as V1 D Qx2. Let � D � OB 0 OA Qx. The
increment of V1 along the trajectories is given by

V C
1 � V1 D Œ�.�� C v/ � �.v/�0 OB 0 OB Œ�.�� C v/ � �.v/�

C
2
�
�0 Œ�.�� C v/ � �.v/�

� �
1
�
�0�.�/ C

1
2�

k�. 1
2
�/k2

� �
1
�
�0�.�/ C

1
2�

k�.�/k2

� �
1

2�
�0�.�/

D �
1
2

Qx0 OA0 OB�.� OB 0 OA Qx/

where we use that 8� OB 0 OB � I and Lemma 2.
This clearly implies that OB 0 OA Qx.k/ ! 0 as k ! 1 and

hence there exists a K0 such that we have:

k� OB 0 OA Qx.k/k �
1
2



for k � K0 and hence we obtain:

QxC
D . OA � � OB OB 0 OA/ Qx

and therefore Qx.k/ ! 0 as k ! 1 because the matrix
OA � � OB OB 0 OA is Schur stable.

For k � K0, we have for Nx dynamics that

NxC
D A Nx C B�.�F Nx/ C NE1d1 C NI Qx

where NI D I � � NB OB 0 OA. Define V2 D Nx0P Nx and a set

K D

n
Nx j V2. Nx/ � ˛2 , ı2

b trace.P �/

o
where P � is the solution of (13) with " D 0:9. It can be easily
seen from (15) that for Nx 2 K, "a. Nx/ D 0:9. Next, consider
the increment of V2 along the trajectory. There exists a ˇ

independent of d such that

V C
2 � V2 � �"V2 � 2�.F Nx/0B 0P NI Qx C 2 Nx0AP NI Qx

C Qx0 NI 0P NI Qx C . NxC/0ŒP C
� P � NxC

� �"V2 C 2kAk
p

V2kP 1=2 NI Qxk C ˇkP 1=2 NI Qxk

C kP 1=2 NI Qxk
2

C . NxC/0ŒP C
� P � NxC

Note that I, NB and hence NI are in the form of (11). Lemma
1 shows that there exists an M such that

kP 1=2 NI Qxk D

p
Qx0 NI 0P NI Qx � "

p
M k Qxk:

Moreover, for Nx … K, V2 � ˛2. Hence we have for Nx … K,

V C
2 � V2 � �"V2 C 2"

p
MV2kAkk Qxk C

ˇ
˛

"
p

M V2k Qxk

C " 1
˛

M
p

V2k Qxk
2

C . NxC/0ŒP C
� P � NxC

� �"
p

V2

hp
V2 � 2

p
M kAkk Qxk �

ˇ
˛

p
M k Qxk

�
1
˛

M k Qxk
2
i

C . NxC/0ŒP C
� P � NxC:

Since Qx ! 0, there exists a K1 > K0 such that for k � K1,

k Qxk � min
n
1; ˛2

4
p

MkAk˛C2ˇ
p

MC2M

o
:

Therefore, for k � K1 and Nx … K,p
V2 � .2

p
MkAk �

ˇ
˛

p
M /k Qxk �

1
˛

M k Qxk
2

�
p

V2 �
˛
2

�

p
V2

2

and thus

V C
2 � V2 � �

"
2
V2 C . NxC/0ŒP C

� P � NxC:

Since
V C

2 � V2 and . NxC/0ŒP C
� P � NxC

cannot have the same sign (see [3]), we conclude that for
Nx … K and k > K1,

V C
2 � V2 < 0:

This implies that Nx will enter K within finite time, say K2 >

K1, For k > K2 and Nx 2 K, we have " D 0:9 and j� OB 0 OA Qxj �
1
2

. All saturations are inactive and the system becomes(
NxC D ŒA � BF �� Nx C NI Qx;

QxC D

h
OA � � OB OB 0 OA

i
Qx;

where F � D .B 0P �B CI /�1B 0P �A and P � is the solution
of (13) with " D 0:9. It is clear that we shall also have
V C

2 � V2 < 0 for Nx 2 K. Therefore, Nx will remain in K for
k > K C K0. The global asymptotic stability follows from
the properties that A � BF � and OA � � OB OB 0 OA are Schur
stable with 8� OB OB 0 � I .

We proceed to show the boundedness of trajectories in
presence of d1, d2 and d3. We define

R D . OA0/k ; and y D R Qx:

We note that since OA0 OA D I , R defines a discrete-time
rotation matrix. Moreover, we have that RC D R OA0. We
obtain that

yC
D y C RC OB�.�� OB 0 OAR0y C v/ � RC OB�.v/

C RC OE2d2 C RC OE3d3

with y.0/ D Qx0 where v D �F Nx. Let Ny satisfy

NyC
D Ny C RC OE2d2; Ny.0/ D Qx0:

Since d2 2 �1, we find that Ny 2 `1. Define Qy D y � Ny.
Then

yC
D yCRC OB�.�� OB 0 OAR0y�v/�RC OB�.v/CRC OE2d2

C OE3d3; y.0/ D Qx.0/;

where v D �F Nx. Let Ny satisfy

NyC
D Ny C RC OE2d2; Ny.0/ D Qx0:

Since d2 2 �1, we find that Ny 2 `1. Define Qy D y � Ny.
Then

QyC
D QyCRC OB�.�� OB 0 OAR0

Qy�� OB 0 OAR0
NyCv/�RC OB�.v/

C RC OE3d3; Qy.0/ D 0:

Again define z D R0 Qy. We get

zC
D OAz C OB�.�� OB 0 OAz �u/� OB�.v/C OE3d3; z.0/ D 0;

where
u D � OB 0 OAR0

Ny � v:

Consider an auxiliary system

wC
D . OA C OB OF /w C OE3d3; w.0/ D 0;

where OF is such that OAC OB OF is Schur stable. Let ı be small
enough such that kd3k`1

� ı implies that k OF wk`1
� 1=4.

Consider � D z � w. We get

�C
D OA� C OB�.�� OB 0 OA� � Ou/ � OB�.v/ � OB OF w

where Ou D � OB 0 OAw C � OB 0 OAR0 Ny � v. Since Ou 2 `1 and
kvk C k OF wk � 1=4 C 1=4 D 1=2, it follows from Lemma 2
in [6] that � 2 `1 for sufficiently small ı. This implies that
Qx 2 `1.

Consider the dynamics of Nx

NxC
D A Nx C B�.�F Nx/ C NB� C NE1d1 C I Qx;



where � D �.�� OB 0 OA Qx�F Nx/��.F Nx/. Because �.�/ is glob-
ally Lipschitz with Lipschitz constant 1, k�k � k� OB 0 OA Qxk.
Hence � 2 `1. There exists a ˇ such that

V C
2 � V2

� �"V2 � 2�.F Nx/0B 0PI Qx � 2�.F Nx/0B 0P NE1d1

� 2�.F Nx/0BP NB� C 2 Nx0A0P NB�

C 2 Nx0A0P NE1d1 C 2 Nx0A0PI Qx

C .d 0
1

NE 0
1 C Qx0I 0

C �0 NB 0/P. NE1d1 C I Qx C NB�/

C . NxC/0ŒP C
� P � NxC

� �"V2 C

�
kP 1=2I Qxk C kP 1=2 NE1d1k C kP 1=2 NB�k

�2

C .2kAk
p

V2 C ˇ/
�
kP 1=2I Qxk C kP 1=2 NE1d1k

C kP 1=2 NB�k

�
C . NxC/0ŒP C

� P � NxC

We have already shown that according to Lemma 1 there
exist M , M1 and M2 such that

kP 1=2I Qxk � "
p

M k Qxk; kP 1=2 NE1d1k � "
p

M1kd1k;

kP 1=2 NB�k � "
p

M2k�k

Define set V as V D f Nx j V2. Nx/ � cg where c is such that
V2 � c implies that

1
2
V2 � .2kAk

p
V2 C ˇ/.

p
M k Qxk1 C

p
M1kd1k1

C
p

M2k�k1/ C 2Mk Qxk
2
1 C 2M1kd1k

2
1 C 2M2k�k

2
1

Therefore, for Nx … V , we have

V C
2 � V2 � �

1
2
"V2 C . NxC/0ŒP C

� P � NxC:

Since V C
2 �V2 and . NxC/0ŒP C �P � NxC can not have the same

sign, we find that

V C
2 � V2 < 0; Nx … V : (18)

On the other hand, for Nx 2 V , suppose V C
2 � V2 � 0. We

first have that . NxC/0ŒP C � P � NxC � 0. Then

V C
2 � V2 � � WD 2Mk Qxk

2
1 C 2M1kd1k

2
1 C 2M2k�k

2
1

C.2kAk
p

cCˇ/.
p

M k Qxk1C
p

M1kd1k1C
p

M2k�k1/

Hence the maximum increment of V2 inside V is �. In view
of this, (18) and definition of V , we conclude that V2 �

maxfc C�; V2.0/g, which, by the property (5) of scheduling
(15), implies that Nx 2 `1 and hence x 2 `1.

APPENDIX

We have used the following inequalities in the paper:
Lemma 2: For two vectors s; t 2 Rm, the following

statements hold:
1) js0Œ�.s C t / � �.s/�j � 2

p
mktk;

2) if ktk �
1
2

, then 2s0Œ�.t/ � �.t � s/� � s0�.s/;
3) ks � �.s/k � s0�.s/;
4) For ktk � 1, k�.s C t / � �.t/k � 2k�. 1

2
s/k.

Proof: (1)-(3) have been proved in [4]. Consider (4).
Let si and ti denote each element of s and t .
Case 1: ui C vi � 1, we have that

j�.si C ti / � �.ti /j D 1 � ti � 2:

Also
j�.si C ti / � �.ti /j D 1 � ti � jui j:

Hence
j�.si C ti / � �.ti /j � 2j�. 1

2
si /j:

Case 2: jsi C ti j < 1, this implies that jsi j � 2,

j�.si C ti / � �.ti /j D jsi j D 2j�. 1
2
si /j:

Case 3: ui C vi � �1

j�.si C ti / � �.ti /j D j � 1 � ti j D 1 C ti � jsi j:

Also

j�.si C ti / � �.ti /j D j � 1 � ti j D 1 C ti � 2:

Hence
j�.si C ti / � �.ti /j � 2j�. 1

2
si /j:

REFERENCES

[1] X. Bao, Z. Lin, and E. D. Sontag. Finite gain stabilization of
discrete-time linear systems subject to actuator saturation. Automatica,
36(2):269–277, 2000.

[2] Y. Chitour and Z. Lin. Finite gain `p stabilization of discrete-time
linear systems subject to actuator saturation: the case of p D 1. IEEE
Trans. Aut. Contr., 48(12):2196–2198, 2003.

[3] P. Hou, A. Saberi, Z. Lin, and P. Sannuti. Simultaneously external
and internal stabilization for continuous and discrete-time critically
unstable systems with saturating actuators. Automatica, 34(12):1547–
1557, 1998.

[4] G. Shi, A. Saberi, and A.A. Stoorvogel. On the Lp .`p/ stabilization
of open-loop neutrally stable linear plants with input subject to
amplitude saturation. Int. J. Robust & Nonlinear Control, 13(8):735–
754, 2003.

[5] A.A. Stoorvogel, A. Saberi, and G. Shi. On achieving Lp .`p/ per-
formance with global internal stability for linear plants with saturating
actuators. In A. Garulli, A. Tesi, and A. Vicino, editors, Robustness
in identification and control, volume 245 of Lecture Notes in Control
and Information Sciences, pages 271–286. Springer Verlag, 1999.

[6] X. Wang, A. Saberi, H.F. Grip, and A.A. Stoorvogel. Control of open-
loop neutrally stable systems subject to actuator saturation and external
disturbances. Int. J. Robust & Nonlinear Control, 2011. Published
online.

[7] X. Wang, A. Saberi, H.F. Grip, and A.A. Stoorvogel. Control of
linear systems with input saturation and disturbances – continuous-
time systems. In American Control Conference, Montréal, Canada,
2012.

[8] X. Wang, A. Saberi, A.A. Stoorvogel, and H.F. Grip. Control of a
chain of integrators subject to actuator saturation and disturbances.
Int. J. Robust & Nonlinear Control, 2011. Published online.

[9] X. Wang, A. Saberi, A.A. Stoorvogel, and H.F. Grip. Further results on
the disturbance response of a double integrator controlled by saturating
linear static state feedback. Automatica, 48(2):430 – 435, 2012.

[10] X. Wang, A. Saberi, A.A. Stoorvogel, and P. Sannuti. Simultane-
ous global external and internal stabilization of linear time-invariant
discrete-time systems subject to actuator saturation. Automatica, 2012.
To appear.

[11] Z. Wen, S. Roy, and A. Saberi. On the disturbance response and
external stability of a saturating static-feedback-controlled double
integrator. Automatica, 44(8):2191 – 2196, 2008.

[12] B. Zhou, Z. Lin, and G.R. Duan. A parametric Lyapunov equation
approach to low gain feedback design for discrete time systems.
Automatica, 45(1):238–244, 2009.


