
High-Gain Observer Design for Domination of Nonlinear Perturbations:

Transformation to a Canonical Form by Dynamic Output Shaping

Håvard Fjær Grip

Department of Engineering Cybernetics

Norwegian University of Science and Technology

NO-7491 Trondheim, Norway

Ali Saberi

School of Electrical Engineering and Computer Science

Washington State University

Pullman, WA 99164-2752

Abstract— We consider the problem of observer design for
a class of systems described by an observable linear system
perturbed by nonlinear, time-varying terms. In particular, we
investigate conditions under which the effect of the nonlinear
terms may be dominated by using sufficiently high gain.
Our main tool is the transformation of the original system
to a canonical form suitable for high-gain design, which is
similar or equivalent to canonical forms used elsewhere in the
high-gain literature. We demonstrate that linear, nonsingular
transformations to this canonical form can easily be constructed
using available tools, but that many systems do not allow for
such a transformation. Our main contribution is a constructive
algorithm that aims to rectify this problem by dynamically
shaping the output.

I. INTRODUCTION

In observer design it is common to encounter systems

that are predominantly described by an observable linear

time-invariant part, but that also include nonlinear and time-

varying terms. Such systems can be described by

Px D Ax C �.t; x/; y D Cx; (1)

where x 2 R
n is the state, y 2 R

p is the output, and .C;A/

is an observable pair. In some cases the nonlinearities may be

exploited to enhance the stability properties of an observer; in

other cases, the nonlinearities create an undesirable influence

that must be treated as an uncertainty to be dominated. In the

latter case, one often looks for a Lyapunov-type formulation

that guarantees stability if the observer gains are chosen in

a particular way. A typical result is that stability is ensured

if some of the gains are chosen sufficiently high.

It is not always possible to dominate the effect of non-

linearities by increasing gains. High-gain observer theory

is a theoretical framework that aims to classify the types of

systems for which such domination is possible, and to specify

how it may be achieved. Typically, one assumes that the

nonlinearities are globally Lipschitz continuous (or at least

locally Lipschitz continuous within some region of interest)

with respect to the state, uniformly in time. Beyond that,

the question of whether domination is possible depends on

the structural relationship between the nonlinearities and the

outputs.

The most basic case that allows for domination is a

system consisting of a scalar nonlinearity separated from a
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scalar output by a chain of integrators. A more general case

allows for an additional zero dynamics subsystem that is

asymptotically stable and that affects the integrator chain at

the same point as the nonlinearity. A fundamental property

of such systems is that they can be written as

Px D Ax CE .t; x/; y D Cx; (2)

where y and  .t; x/ are scalar and the triple .C;A;E/ is

left-invertible and of minimum phase. In fact, the high-gain

formulation used for such systems can be extended to general

systems (with multiple outputs and multiple independent

nonlinearities) on the form (2) for which .C;A;E/ is left-

invertible and of minimum phase. The high-gain observer

design problem for such a triple is dual to the high-gain

feedback design problem, for which much of the early high-

gain theory was developed; for an overview, see [1] and

references therein. High-gain observers were used early on

in the context of loop transfer recovery [2], and later for

nonlinear systems [3], [4]. For a recent review of high-gain

observers in nonlinear feedback control, see [5].

A. High-Gain without Left-Invertibility or Minimum Phase

The conditions of left-invertibility and minimum phase

are sensible when the goal is to suppress an uncertainty

about which little or nothing is known. However, these

conditions are often too stringent when the uncertainty is

due to a nonlinearity whose dependency on the states of

the system is known. This was demonstrated in [6], which

treated single-output systems in the lower-triangular form

Pxi D xiC1 C �i .x1; : : : ; xi /, i D 1; : : : ; n � 1, Pxn D

�n.x1; : : : ; xn/, with y D x1. Such systems can generally

not be expressed in terms of a left-invertible triple, since

the number of independent nonlinearities is greater than the

number of outputs.

Generalizing the design from [6] to multiple-output sys-

tems turns out to be a complicated matter. Many contri-

butions have been made on this topic, for example, [7]–

[15]. These results are based on various canonical forms

that generalize the chained, lower-triangular structure of the

single-output case [6] to multiple chains. The most general

form is probably described in [7], [12], where the chains

are allowed to interact in a relatively complex manner. As

pointed out in [15], however, applying the results from [7],

[12] requires identifying a set of integers that can be difficult

to find in practice.



Two crucial questions that often receive little attention

is when and how a given system can be transformed to a

relevant canonical form. In some cases, for example [10],

[11], [14], the existence of an appropriate coordinate change

can be guaranteed if the system satisfies certain nonlinear

observability conditions. However, these conditions are typ-

ically hard to confirm and provide little insight regarding

how one might construct the coordinate change as a practical

matter. A natural approach is to define new coordinates by

taking repeated Lie derivatives of the output. In addition

to the drawback of often producing highly complicated

transformations, this approach is generally not successful

when applied to multiple-output systems. This problem is

demonstrated in [16], which proposes a procedure that

consists of taking repeated Lie derivatives of the output

and effectively discarding problematic output components.

However, this procedure is likely to waste crucial output

information, and it may therefore fail even for very simple,

uniformly observable system, as illustrated by [16, Ex. 3].

B. Topics of this Paper

In this paper, our initial focus is on designing an observer

for the system (1), on the standard form

POx D A Ox C �.t; Ox/CK.y � C Ox/; (3)

where K is a constant gain matrix. Defining the estimation

error Qx D x � Ox, this leads to the error dynamics

PQx D .A �KC/ Qx C �.t; x/ � �.t; Ox/: (4)

Our working assumption is that the term �.t; x/ � �.t; Ox/

does not contribute toward stability, and that the gain K must

therefore be designed to dominate its effect. Our procedure

will be based on transformation to a canonical form that is

similar to the canonical forms used in several of the papers

[7]–[16]. When transforming systems to the canonical form,

we are only interested in linear state and output transforma-

tions that can be constructed from A and C alone; that is,

transformations that do not depend on the nonlinearity. We

shall give precise conditions for when such transformations

exist, and demonstrate how the transformations may be

constructed using available tools and software.

As we shall see, it is often impossible to construct non-

singular transformations to bring the system to the desired

canonical form. However, we shall demonstrate that it may

still be possible to achieve the canonical form, by first

shaping the outputs through the addition of stable output

filters. The purpose of this dynamic shaping is to introduce

a larger number of inherent integrations between the outputs

and certain subspaces of the state space. This brings us to the

main contribution of this paper, which is an algorithm that

systematically shapes the output in order to make a system

transformable to the canonical form.

II. PROBLEM FORMULATION

We assume that �.t; x/ is globally Lipschitz continuous,

uniformly in t , piecewise continuous in t , and continuously

differentiable with respect to x.1 We may therefore use the

mean-value theorem to write

�.t; x/ � �.t; Ox/ D

v
X

kD1

�k.t; x; Ox/Wk Qx: (5)

In this expression, �k.t; x; Ox/, k D 1; : : : ; v, are functions

arising from partial derivatives of the nonlinearities, whose

absolute values are uniformly bounded by constants �k max,

due to the global Lipschitz assumption. It is our presumption

that these functions are linearly independent, although our

design does not depend on it. Furthermore, Wk , k D

1; : : : ; v, are known matrices that represent the structural

dependency of the nonlinear vector function �.t; x/ D

Œ�1.t; x/ � � � �n.t; x/�
> on the states of the system. In

particular, if Œ@�i=@xj �.t; x/ D 0, then element .i; j / of

each Wk should be zero. As an example, consider a function

�.t; x/ D Œ�1.t; x1; x3/ 0 0�>. We may write

�.t; x/��.t; Ox/D�1.t; x; Ox/
h

1 0 0
0 0 0
0 0 0

i

QxC�2.t; x; Ox/
h

0 0 1
0 0 0
0 0 0

i

Qx;

where �1.t; x; Ox/ and �2.t; x; Ox/ represent partial derivatives

of �1.t; x1; x3/ with respect to x1 and x3, respectively, taken

at some points on the line between .x1; x3/ and . Ox1; Ox3/.

We shall use this representation to reformulate our prob-

lem. Specifically, we seek to design an observer for the linear

time-varying system

Px D Ax C

v
X

kD1

!k.t/Wkx; y D Cx: (6)

We shall construct the gains of our observer without a priori

information about the signals !k.t/, except that they are

bounded. In Section III-C, we show how the resulting design

can be applied to the original nonlinear system (1).

III. CANONICAL FORM

We now introduce a canonical form for (6), which is

similar to the forms used in a number of previous articles.

For example, the forms used in [9], [16], [14] are essentially

nonlinear variations of the canonical form employed here.

To distinguish between the system (6) and a system in the

canonical form, we use � and  to denote the state and output

vectors of the system in the canonical form, and we use NA,
NC , and NWk , k D 1; : : : ; v to denote the system matrices.

Thus, the system equations are given by

P� D NA�C

v
X

kD1

!k.t/ NWk�;  D NC�: (7)

In the canonical form the state � is partitioned as � D

Œ�>
1 � � � �>

r �
>, where each �i , i D 1; : : : ; r , is of

dimension qi , and the output  is partitioned as  D

Œ1 � � � r �
>, where each i , i D 1; : : : ; r , is scalar. Each

1As in other places in the literature, the global Lipschitz assumption can
be relaxed to a local one, within some region of interest.



�i , i D 1; : : : ; r , represents its own subsystem, with system

equations

P�i D NAqi
�i C NLi C

v
X

kD1

r
X

j D1

!k.t/ NWkij�j ; i D NCqi
�i ;

where NAqi
and NCqi

are matrices with the special structure

NAqi
D

�

0 Iqi �1

0 0

�

; NCqi
D
�

1 0 � � � 0
�

:

This structure implies that the time-invariant part of each

subsystem consists of an integrator chain of length qi that

terminates with a scalar output, plus a term NLi that depends

only on the output of the system. In addition to the special

structure of NAqi
and NCqi

, we require each NWkij , k D

1; : : : ; v, i; j D 1; : : : ; r , to be lower triangular; that is,

element .c; r/ of NWkij is zero whenever c > r (note that
NWkij is in general not a square matrix).

The matrices NA, NC , and NWk , k D 1; : : : ; v, for the overall

system are composed of NAqi
, NLi , NCqi

, and NWkij as follows:

NA D

2

6

4

NAq1
� � � 0

:::
: : :

:::

0 � � � NAqr

3

7

5
C

2

6

4

NL1

:::
NLr

3

7

5

NC ;

NWk D

2

6

4

NWk11 � � � NWk1r

:::
: : :

:::
NWkr1 � � � NWkrr

3

7

5
; NC D

2

6

4

NCq1
� � � 0

:::
: : :

:::

0 � � � NCqr

3

7

5
:

A. Transformation to Canonical Form

It is in general not reasonable to expect the system (6) to

match the canonical form (7). We would therefore like to

transform (6) to the canonical form by applying nonsingular

transformations to the state and output spaces. That is, we

would like to find nonsingular matrices �x and �y , so

that, by defining x D �x� and y D �y , we obtain the

canonical form (7), with NA D ��1
x A�x , NWk D ��1

x Wk�x ,

k D 1; : : : ; v, and NC D ��1
y C�x . We now investigate when

such transformations exist, and how they may be constructed.

The existing literature provides methods for finding trans-

formations �x and �y that ensure the proper structure for NA

and NC . In particular, if we construct �x and �y to transform

the observable triple .C;A; 0/ into the special coordinate

basis (SCB) [17], then the matrices ��1
x A�x and ��1

y C�x

will have the required structure (in general, a system in

the SCB consists of four subsystems, but when applied to

a triple an observable triple .C;A; 0/, only one of these

subsystems have a nonzero dimension). Such transforma-

tions may therefore be found using available software for

conversion to the SCB, written for Matlab [18] or Maple

[19]. The question is now whether the proper structure for
NWk can also be attained. It turns out that, if there exists

any pair of transformations �x and �y that simultaneously

gives NA, NC , and NWk , k D 1; : : : ; v, the proper structure, then

every pair of transformation that gives NA and NC the proper

structure automatically gives NWk , k D 1; : : : ; v, the proper

structure. Thus we can construct �x and �y based only on A

and C—if the resulting transformation does not satisfy the

canonical form, then no nonsingular transformations will.

This result is formalized in the next lemma, which also

specifies precise conditions for when transformations exist,

in terms of the interaction between the matrices A, C , and

Wk , k D 1; : : : ; v.

Lemma 1: For each i 2 1; : : : ; n, let Si D

ker ŒC>; .CA/> � � � .CAi�1/>�>. There exist nonsingu-

lar state and output transformations �x and �y that transform

(6) into the canonical form (7) if, and only if, for each

i 2 1; : : : ; n and for each k 2 1; : : : ; v, the subspace

Si is Wk-invariant (i.e., WkSi � Si ). Furthermore, if this

condition holds, then NWk D ��1
x Wk�x has the required form

for all �x and �y that give NA D ��1
x A�x and NC D ��1

y C�x

the required form.

Proof: See Appendix.

Example 1: Consider the system with v D 1 described by

A D

2

6

4

0 1 0 0 0
0 0 0 0 0

0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

3

7

5
; W1 D

2

6

4

0 �1 0 1 0
0 0 0 0 1

0 �1 0 1 0
1 0 0 0 1
0 1 0 0 0

3

7

5
; C D

h

1 0 0 0 0

0 0 1 0 0

i

:

Clearly, A and C already satisfy the required structure of the

canonical form, but W1 does not. Lemma 1 therefore implies

that no nonsingular transformations can put the system in the

canonical form. Indeed, it is easily verified that the condition

W1Si � Si fails to hold for i D 1.

B. Observer Design

An observer design procedure for systems in the canonical

form can be inferred from previous results that use similar

canonical forms. For the sake of clarity and completeness,

we nevertheless present a design procedure and a stability

proof in this section. An observer for (6) is given by

PO� D NA O�C

v
X

kD1

!k.t/ NWk O�C NK. � NC O�/;

where NK is the observer gain. By defining Q� D � � O�, we

obtain the error dynamics

PQ� D

 

NAC

v
X

kD1

!k.t/ NWk � NK NC

!

Q�: (8)

The gain NK is now selected to ensure global exponential

stability of the origin of (8), as follows: For each i D

1; : : : ; r , let K?
i D ŒK?

i1 � � � K?
iqi
�> be chosen such that

the matrix Hi WD NAqi
� K?

i
NCi is Hurwitz. Next, define

NKi D ŒK?
i1=" � � � K?

iqi
="qi �>, where 0 < " � 1 is a

tuning parameter. Finally, define NK D diag.K1; : : : ; Kr /.

Lemma 2: If for each k 2 1; : : : ; v the signals !k.t/ are

uniformly bounded by j!k.t/j � !k max, then there exists an

0 < "? � 1 such that, for all 0 < " � "?, the error dynamics

(8) is globally exponentially stable.

Proof: We partition the error vector Q� in the same

way as �, by writing Q� D Œ Q�>
1 � � � Q�>

r �
>. For each i D

1; : : : ; r , define �i D ‚i Q�i , where ‚i D diag.1; "; : : : ; "qi /.



It is easily verified that the error dynamics in the new

coordinates is given by

" P�i D Hi�i C "

v
X

kD1

r
X

j D1

!k.t/‚i
NWkij‚

�1
j �j ; i D 1; : : : ; r:

The lower-triangular structure of NWkij implies that there

exists a bound Mkij such that, for all 0 < " � 1,

k‚i
NWkij‚

�1
j k � Mkij . For each i D 1; : : : ; r , let Pi be the

unique symmetric positive-definite solution of the Lyapunov

equation PiHi CH>
i Pi D �I , and consider the Lyapunov

function candidate V D
Pr

iD1 �
>
i Pi�i . The time derivative

of V is

PV D �

r
X

iD1

 

k�i k
2 � 2"�>

i Pi

v
X

kD1

r
X

j D1

!k.t/‚i
NWkij‚

�1
j �j

!

� �

r
X

iD1

 

k�i k
2 � 2"kPi k

v
X

kD1

r
X

j D1

!k maxMkij k�i kk�j k

!

:

This is a quadratic expression, where the indefinite terms

vanish as " ! 0. It is therefore straightforward to show that
PV is negative definite for all sufficiently small ".

C. Observer for the Original Nonlinear System

We have demonstrated how an observer may be designed

for the linear time-varying system (7) in the canonical form.

However, our goal is to design an observer of the form (3)

for the nonlinear system (1), that guarantees stability of the

error dynamics (4). We now show how to do this.

Suppose that we have found transformations �x and

�y that take (6) to the canonical form (7), and that we

have designed an observer gain matrix NK according to the

procedure described above. Now consider the observer (3)

with gain K D �x
NK��1

y and the resulting error dynamics

(4). Using (5), the error dynamics (4) can be rewritten as

PQx D

 

AC

v
X

kD1

�k.t; x; Ox/Wk �KC

!

Qx:

Applying the transformation Qx D �x Q� and using the fact

that ��1
x KC�x D ��1

x K�y
NC D NK NC , we obtain the

error dynamics (8) with !k.t/ D �k.t; x; Ox/. Since the

only assumption made about !k.t/ is uniform boundedness,

which is known to hold for �k.t; x; Ox/ regardless of the

trajectories of x and Ox, we can conclude from Lemma 2

that the observer (3) with gain K D �x
NK��1

y renders the

origin of (4) globally exponentially stable, provided NK is

designed using a sufficiently low ".

IV. DYNAMIC OUTPUT SHAPING

Lemma 1 shows that whether the system (6) can be trans-

formed to the canonical form by nonsingular transformations

is a fundamental property of the matrices A, C , and Wk ,

k D 1; : : : ; v. One may easily conclude that, if the matrices

do not satisfy this property, then nothing more can be done

to achieve the canonical form. In many cases, however,

it is possible to achieve the canonical form by increasing

the number of integrations between the outputs and certain

subspaces of the state space. To motivate this strategy, we

consider another example.

Example 2: Consider the system with v D 1 described by

A D

2

6

4

0 1 0 0 0
0 0 0 0 0

0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

3

7

5
; W1 D

2

6

4

0 0 0 0 1
0 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

3

7

5
; C D

h

1 0 0 0 0

0 0 1 0 0

i

:

This system is used in [16, Ex. 3] as an example of a system

that cannot be transformed to the canonical form by the

method proposed therein. We see that the matrices A and C

already satisfy the required structure of the canonical form,

but W1 does not. Suppose, however, that the output y1 (i.e.,

the output from the second-order subsystem), is replaced by

�2, where P�2 D �1 and P�1 D y1 (i.e., a twice-integrated

version of y1). Then it is easy to confirm that the system

does satisfy the canonical form.

Example 2 shows that introducing extra integrations may

enable transformation to the canonical form, even when it is

otherwise not possible. We shall now develop a systematic

strategy for dynamically shaping the output y, with the goal

of satisfying the invariance condition in Lemma 1.

Let m � n, and suppose that for all i 2 1; : : : ; m � 1,

the condition WkSi � Si holds for all k 2 1; : : : ; v. The

following algorithm checks whether the condition WkSm �

Sm also holds for all k 2 1; : : : ; v. If the condition does not

hold, the algorithm extends the system by adding a stable

filter to part of the output, thereby ensuring that the condition

does hold for the extended system.

Algorithm 1: For i D m � 1 and i D m, let Ri D

ŒC> .CA/> � � � .CAi�1/>�>, and let ri D rankRi (if

m D 1, then R0 is an empty matrix and r0 D 0). Clearly

Rm D ŒR>
m�1 .CAm�1/>�>. Let therefore S 2 R

mp�mp be

a nonsingular matrix such that

SRm D

2

4

Rm�1

R?
m

0

3

5 ; S D

2

4

I.m�1/p 0

0 S22

S31 S32

3

5 ;

where R?
m 2 R

.rm�rm�1/�n is of maximal rank rm � rm�1,

S22 2 R
.rm�rm�1/�p , S31 2 R

.pCrm�1�rm/�.m�1/p , and

S32 2 R
.pCrm�1�rm/�p . Then S22CA

m�1 D R?
m and

S32CA
m�1 D �S31Rm�1. Note that the choice of S is in

general not unique.

Next, let the columns of E0 be a linearly independent

basis for the .n � rm/-dimensional kernel of Rm. For i D

1; : : : ; i 0, let the columns of Ei be a linearly independent

basis for im ŒEi�1 W1Ei�1 � � � WvEi�1�, where i 0 is

the smallest integer such that re WD rankEi 0 D rankEi 0�1.

Let ` D rankR?
mEi 0 , and let T 2 R

.rm�rm�1/�.rm�rm�1/ be

a nonsingular matrix such that

TR?
mEi 0 D

�

0

U

�

; T D

�

T1

T2

�

; (9)

where U D R
`�re is of maximal rank `, T1 2

R
.rm�rm�1�`/�.rm�rm�1/, and T2 2 R

`�.rm�rm�1/. Note that

the choice of T is in general not unique.



We now define a new, extended system by introducing the

auxiliary state � 2 R
`, given by

P� D A�� C T2S22y;

where A� 2 R
`�` is an arbitrarily chosen Hurwitz matrix.

Thus � constitutes a filtered version of part of the output.

We furthermore introduce a new output yC 2 R
p , given by

yC D

2

4

�

S32y

T1S22y

3

5 :

Gathering the new states and the original states in a single

vector xC D Œ�> x>�>, we obtain the extended system

description

PxC D ACxC C

v
X

kD1

!k.t/W
C

k
xC; yC D CCxC;

where

AC D

�

A� T2S22C

0 A

�

; W C

k
D

�

0 0

0 Wk

�

;

CC D

2

4

I 0

0 S32C

0 T1S22C

3

5 :

Lemma 3: Suppose that for all i 2 1; : : : ; m � 1, the in-

variance condition WkSi � Si holds for all k 2 1; : : : ; v, and

that Algorithm 1 is executed. Then the invariance condition

W C

k
S

C
m � S

C
m holds for all k 2 1; : : : ; v, where S

C
m is

defined in the same way as Sm, but with respect to the

extended pair .CC; AC/.

Proof: See Appendix.

Algorithm 1 ensures that the invariance condition of

Lemma 1 holds for i D m for the extended system, provided

the invariance condition holds for i D 1; : : : ; m � 1 for the

original system. Crucially, it can be shown that the extension

of the state space that results from Algorithm 1 is minimal,

in the sense that no lower-order extension could make the

extended system satisfy the invariance condition for i D

m without discarding part of the output. Consequently, no

extension takes place if the original system already satisfies

the invariance requirement for i D m. One might hope that,

by simply executing Algorithm 1 for m D 1; 2; : : :, one

would eventually end up with a system for which the full

invariance requirement in Lemma 1 holds. Unfortunately, this

is not the case in general. Even though Algorithm 1 ensures

that the extended system satisfies the invariance condition for

i D m, it may happen that it does not satisfy the condition

for some i < m, even though this condition was satisfied by

the original system. Thus, if executing Algorithm 1 results

in an extension of the state space for a given m, we need

to go back to m D 1 and check every subspace again. This

leads to the following algorithm.

Algorithm 2: Execute Algorithm 1 for m D 1; 2; : : : If for

any m, Algorithm 1 results in an extension of the state space,

start over again by running Algorithm 1 on the extended

system for m D 1; 2; : : :. Continue in this fashion until either

(i) Algorithm 1 has been executed for each m D 1; 2; : : :

up to the order of the current system without a resulting

extension of the state space; or (ii) the state space has been

extended more than n2 times. In the first case, Algorithm

2 terminates successfully; in the second case, it terminates

unsuccessfully.

It is clear that, if Algorithm 2 terminates successfully, then

the resulting system (which may have been extended multiple

times) satisfies the full invariance requirement of Lemma 1.

Thus it can be transformed to the canonical form (7) by

using already available methods. Although Algorithms 1 and

2 are too complicated to be carried out by hand in most

cases, they can be implemented in software. Indeed, we have

implemented a preliminary version of Algorithm 2 in Maple,

by using the same techniques as those used in [19]. We shall

now illustrate the effectiveness of this implementation on two

simple examples.

Example 3: Consider again the system in Example 1. As

already discussed, this system cannot be transformed to the

canonical form by introducing nonsingular transformations

of the state and output spaces. Moreover, the system does

not satisfy any of the canonical forms from the literature

referenced in the introduction. When we execute our imple-

mentation of Algorithm 2, Algorithm 1 is first executed for

m D 1, which results in the following extension:

P� D �� C
�

0 1
�

y; yC D

�

1 0 0

0 �1 1

� �

�

y

�

:

After this, Algorithm 1 is executed on the extended system

for m D 1; : : : ; 6 without any resulting extensions. Thus, the

invariance condition of Lemma 1 is satisfied, and the system

is transformed into the canonical form (7), with

NA D

2

6

6

4

�1 1 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 0

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

3

7

7

5

; NW1 D

2

6

6

4

0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

3

7

7

5

;

and NC given in the obvious way according to the canonical

form. An observer can now be designed by the method

described in Section III-B. Due to space constraints, we have

not included the transformations �x and �y here.

Example 4: Consider again the system in Example 2. As

already discussed, this system is used as an example in [16]

of a system that cannot be handled by the method proposed

therein. When we execute our implementation of Algorithm

2, Algorithm 1 is first executed for m D 1, which results in

the following extension:

P�1 D ��1 C
�

1 0
�

y; yC D

�

1 0 0

0 0 1

� �

�1

y

�

:

Next, Algorithm 1 is executed on the extended system for

m D 1, without a resulting extension, and for m D 2, which

results in the following extension:

P�2 D ��2 C
�

1 0
�

yC; yCC D

�

1 0 0

0 0 1

�

yC;

(We have used a double superscript to indicate that yCC

is the output after two extensions have taken place.) Next,



Algorithm 1 is executed on the twice-extended system for

m D 1; : : : ; 7, without any resulting extensions. Thus, the

invariance condition of Lemma 1 is satisfied, and the system

is transformed into the canonical form (7), with

NA D

2

6

6

6

4

0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0

0 0 0 �2 1 0 0
0 0 0 �1 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

3

7

7

7

5

; NW1 D

2

6

6

6

4

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0

3

7

7

7

5

;

and NC given in the obvious way according to the canonical

form. An observer can now be designed by the method

described in Section III-B. Again, we have not included the

matrices �x and �y , due to space constraints. We remark that,

although we have chosen examples for which a clear internal

structure is visible to the naked eye, our implementation of

Algorithm 2 executes with the same success when these

and other systems are transformed to alternative, random

coordinate bases, where no such structure is visible.

Remark 1: Even though we have focused on extending

the system (6), the ultimate goal is to design observers for

the nonlinear system (1) from which (6) is derived. Indeed,

if the proper output shaping can be constructed to transform

(6) to the canonical form and an observer gain NK is found by

the procedure in Section III-B, then the same shaping can be

applied to the original system and an observer implemented

as described in Section III-C.

A. Unsuccessful Termination

We have proven that if Algorithm 2 terminates success-

fully, then the resulting system can be transformed to the

canonical form (7), and thus an observer can be designed by

the method described in Section III-B. We have furthermore

demonstrated the effectiveness of the algorithm on two

examples. What we have not yet addressed is the prospect

of unsuccessful termination. It is our conjecture that the

algorithm terminates unsuccessfully only if the conditions

of Lemma 1 can never be satisfied by extensions of the type

proposed in this paper. This conjecture is supported by tests

conducted using the Maple implementation of the algorithm.

Nevertheless, we are not yet able to provide a complete proof

of this conjecture.

V. CONCLUDING REMARKS

We have proposed a strategy of dynamic output shaping as

a method for enabling transformation to a particular canoni-

cal form, and we have presented a constructive algorithm for

designing the required filters. Nevertheless, much remains to

be done. In particular, we are working on a proof of our

conjecture, which essentially says that the algorithm finds a

solution whenever a solution exists.

It can be shown that a slightly larger class of systems can

be handled if, instead of replacing parts of the output with

filtered outputs, the output vector is augmented with filtered

outputs while retaining the original outputs. This extension

will be presented in an expanded version of this paper.

As we have have already mentioned, the canonical form

used in this paper is similar or equivalent to canonical forms

used in several other places in the literature. Nevertheless,

several different variations of this form are found throughout

the literature, and it is of interest to investigate whether

these can in fact be converted to the canonical form (7) by

dynamically shaping the outputs.

Ultimately, our goal is to produce a computer-

implementable algorithm that, for a large class of systems

of the form (1), can answer the question of whether a

nonlinearity can be dominated in an observer of the form

(3), and that can automatically synthesize gains to achieve

such domination.

APPENDIX

Proof of Lemma 1: As explained above, there always

exists a pair of transformations that give NA and NC the

required form. Thus, we must show that (i) if for such a

pair of transformations, NWk also has the required form for all

k 2 1; : : : ; v, then for all i 2 1; : : : ; n and k 2 1; : : : ; v, Si is

Wk-invariant; and (ii) if for all i 2 1; : : : ; n and k 2 1; : : : ; v,

Si is Wk-invariant, then NWk D ��1
x Wk�x always has the

required form.

Suppose first that NWk has the required form, so that the

transformed system is described by the canonical form (7).

For each i 2 1; : : : ; n and j 2 1; : : : ; r , let �?
ji consist of the

first i elements of �j , or all the elements of �j if qj � i .

Furthermore, define �?
i by stacking �?

1i ; : : : ; �
?
ri . Let NRi D

Œ NC> . NC NA/> � � � . NC NAi�1/>�>, and note that ker NRi D

��1
x Si . From the canonical form (7), it is straightforward to

see that �?
ji consists of NCj�j ; NCj

NAj�j ; : : : ; NCj
NAi�1
j �j and,

hence, that �?
i is a combination of NC�; NC NA�; : : : ; NC NAi�1�.

That is, �?
i D ƒi�, where ƒi has the same rank as NRi and

the rows of ƒi are combinations of the rows of NRi (thus,

kerƒi D ker NRi D ��1
x Si ). The lower-triangular structure

of each matrix NWkij specifies that the time-varying influence

in the derivative of each �?
ji must only depend on states

higher up in each integrator chain. Put differently, the time-

varying influence in the derivative of �?
i must only depend on

�?
i . Since �?

i D ƒi�, this requirement can only be satisfied

if there exists a matrix Lik such that ƒi
NWk� D Likƒi�,

which can also be written as NW >

k
ƒ>

i D ƒ>
i L

>

ik
. This implies

that imƒ>
i must be NW >

k
-invariant, which in turn implies

that kerƒi D ��1
x Si must be NWk-invariant (see, e.g., [20]).

Thus, Si must be Wk-invariant. This argument holds for all

i 2 1; : : : ; n and k 2 1; : : : ; v.

Conversely, suppose that Si is Wk-invariant. We need to

show that NWk has the required form, which specifies that

for all i 2 1; : : : ; n, the time-varying term !k.t/ƒi
NWk�,

which occurs in the derivative of �?
i , can only depend on �?

i .

Since Si is Wk-invariant, we know that ��1
x Si D kerƒi is

NWk-invariant. This furthermore implies that imƒ>
i is NW >

k
-

invariant; hence, there exists an Lik such that NW >

k
ƒ>

i D

ƒ>
i L

>

ik
, which can also be written as ƒi

NWk D Likƒi . Thus,

we have !k.t/ƒi
NWk� D !k.t/Likƒi� D !k.t/Lik�

?
i ,

which means that NWk has the required form. �

Proof of Lemma 3: Let RC
m be defined in the same way

as Rm, but with respect to the pair .CC; AC/, such that



S
C
m D kerRC

m . We must show that W C

k
S

C
m � S

C
m for all

k 2 1; : : : ; v. It is easily verified that for A� D 0, we have

RC
m D

2

6

6

4

I 0

0 MRm�1

0 S32CA
m�1

0 T1S22CA
m�1

3

7

7

5

; (10)

where M is a nonsingular block-diagonal matrix with the

blocks ŒS>
32 .TS22/

>�> along the diagonal. It also easy

(although slightly tedious) to show that kerRC
m remains the

same regardless of A� . From (10) we therefore see that

xC D Œ�> x>�> 2 S
C
m is equivalent to � D 0 and

x 2 ker

2

4

MRm�1

S32CA
m�1

T1S22CA
m�1

3

5 D ker

2

4

MRm�1

�S31Rm�1

T1R
?
m

3

5

D ker

�

Rm�1

T1R
?
m

�

:

It follows that the invariance condition

W C

k
S

C
m � S

C
m is equivalent to the condition

x 2 ker ŒR>
m�1 .T1R

?
m/

>�> H) Wkx 2

ker ŒR>
m�1 .T1R

?
m/

>�>. Thus, we must show that

ker ŒR>
i�1 .T1R

?
i /

>�> is Wk-invariant for all k 2 1; : : : ; v.

We can show that imEi 0 is the smallest subspace containing

kerRm that is Wk-invariant for all k 2 1; : : : ; v. 2 We

denote this subspace by Vm and define Vm�1 in the

same way with respect to Rm�1. We shall show that

ker ŒR>
m�1 .T1R

?
m/

>�> D Vm, which will complete the

proof.

Since Sm�1 D kerRm�1 is Wk-invariant for all

k 2 1; : : : ; v, we know that kerRm�1 D Vm�1 �

Vm. It follows that imR>
m�1 ? Vm, and hence

Rm�1Ei 0 D 0. From (9), we also see that T1R
?
mEi 0 D

0. Hence, ŒR>
m�1 .T1R

?
m/

>�>Ei 0 D 0, which implies

that Vm � ker ŒR>
m�1 .T1R

?
m/

>�>. If we can also show

that dim ker ŒR>
m�1 .T1R

?
m/

>�> � dim Vm, then clearly

ker ŒR>
m�1 .T1R

?
m/

>�> D Vm, as desired.

We have

dim Vm D dim Vm \ kerRm C dim Vm \ imR>
m

D dim kerRm C dim imEi 0 \ imR>
m:

Since kerRm � imEi 0 , we have dim imEi 0 \ imR>
m D

rankRmEi 0 D `. Hence, dim Vm D dim kerRm C `. On

the other hand, we have

dim ker

�

Rm�1

T1R
?
m

�

� dim ker

2

4

Ri�1

T1R
?
m

T2R
?
m

3

5C rankT2R
?
m

D dim kerRm C `:

Thus, we see that dim ker ŒR>
m�1 .T1R

?
m/

>�> � dim Vm,

as desired.

2From the definition of Ei 0 note that Wk im Ei 0
�1 � im Ei 0 , and

that im Ei 0 D im Ei 0
�1. Thus Wk im Ei 0 � im Ei 0 . Since im E0 D

ker Rm, it is clear that ker Rm � im Ei 0 . Finally, if N is a Wk -invariant
subspace for all k 2 1; : : : ; v, which contains ker Rm, then we must have
Pv

kD1.Wk im E0/ D im E1 � N ,
Pv

kD1.Wk im E1/ D im E2 � N ,
and so on. Hence im Ei 0 � N .

That the pair .CC; AC/ is observable follows from ob-

serving that

kerRC

nC1 D ker

2

6

6

4

I 0

0 MRn

0 S32CA
n

0 T1S22CA
n

3

7

7

5

D ker

�

I 0

0 Rn

�

D 0;

where we have used the fact that .C;A/ is observable to

conclude that kerRn D 0. �
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